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Seat
No. —
B.C.S. (Part — I) (Semester — IT) Examination, 2011
STATISTICS (Paper - III)

(Descriptive Statistics - IT)

- -4-2011
Time : 3,00 P-m. to 5.00 p.m.

W -937

Day and Date - Saturday, 30 Total Marks : 40

Instructions - | ) All questions are compulsory.

2) Use of calculators and statistical tables is allowed.
3) Figure to right in the bracket indicate full marks.
L. Choose the correct alternative - 3)

1) For symmetric distribution, the value of Ks is

a) equal to 3 b) positive ¢) zero d) negative
ii) For a positively skewed distribution

a) mean = median = mode b) median < mean < mode

¢) mean < median < mode d) mode < median < mean

iii) If correlation coefficient between X and Y is 0.75, then correlation coefficient
between — X+2 and Y+1 is

a) 0.75 b) -0.75 ¢) L.75 d) o
iv) Ifthe variables X and Y changes in same direction then cov (X, Y) is
. b) one c) positive d) negative
a) zero

less than one b) greater than one
Ve al to one d) none of these
c) equ

ion’ is first introduced by
. ‘regression 1S
vi) The term
a) R.A. Fisher

¢) Karl Pearson

b) Sir Francis Galton

d) Spearman

P.T.O.
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il . :
) A measure of extent of linear relationship between X, with other variables X,

and X, is given by
a) Simple correlation b) Partial correlation
¢) Multiple correlation d) Simple regression

vili) The residual X 53 is called as residual of order

a) 0 b) 1 c) 2 d) 3
2. Attempt any two of the following three : (8+8)
1) Define Karl Pearson’s correlation coefficient. Show that it lies between
-1 and +1.

ii) Define regression coefficients. State and prove any two properties of regression
coefficients.

i) Given for a trivariate data
6.=3, 0= O,=4,1,,=0.7, 1,,=1,,=0.6

Obtain 1) T3,
i) Ry

ii1) G, |3

3. Attempt any four of the following : @sdrang
i) Write a short note on Kurtosis.

ii) Show that B, 1.
jii) Find the number of pairs of observations from the following information_

= _ 0.4, X x=100, £x?=2250, 1y=100, X y*=2250 and 3. xy=1900.

iv) 4y = %3 and 16y = x+64 are the lines of regression. Find the coefficient of
Y =%
correlation between X andy.

v) Ina (rivaviate data rj,= 0.6,r;5=— 0.4, r,,=—0.7. Are these values consistent ?

['_)23
= (0 Show thatr3,= T3 ———"

vi) 1123 1._1-122
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ﬁ Total No. of Pagcs 53

B.C.S. (Part - I) (Semester - II) Examination, 2013

STATISTICS (Paper - IIT)
Descriptive Statistics - I1

Sub. Code : 58180
Day and Date : Saturday, 04 - 05-2013

Time : 3.00 p.m. to 5.00 p-m.

Total Marks : 50

Instructions : 1)
2)  Usecof calculators and statistical table is allowed.
2)  Figurcs to the right in the bracket indicate full marks.

All questions are compulsory.

Q1) Choose the correct alternative :

[10]
a) 1{%,<0, then the frequency curve 1s _.
i)  mesokurtic i) platykurtic
i) leptokurtic iv) any of the above

b) If r== 1, the angle between the two lines of regressionis .
) 90° i) 45°
lll) 00 l‘v') 3(Q°
¢) If there exists perfect correlation between X and Y then correlation
cocfficient (r) 1s
i)y O m 1
i) -1 iv) —1or-+l

d) If byx= —(%) and bxy = —1 then correlation coefficient (r) is
y

1 !
1) Z 1.1) 4

! . 1
i) V) T3

c) Giveniwo regression lines as X + 4Y ~8=0and X —2Y + 4 = 0 then
Mean (X,Y) of Xand Yare .

i) (4,5) 9 )
i) (4, 1) M) 149.2)

REO
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) TFor a platykurtic curve ;

) ¥.<0 i) ¥.>0
i) ¥.=0 iv) B,<3
o) The partial regression coelficient b,,,isoforder
i) onc i) two
iii) zero iv) threc
h) Expenditure on Advertisement and scale have
i)  Positive corrclation i) Ncgatwc correlation

i) Perfect Negative corrclation  iv) No corrclation

i) Correlation coefficient always lies between
) Otol i) -ltol
lll) 010 oo IV) —oo L0 o0
) Given that, Mean = 1, Variance =3 and p, = 0 then given distribution is (

i)  positively skewed i) ncgatively skewed
i) symmetric iv) leptokurtic
02) Attempt any two of the following : (10 + 10 = 20]

a) When are two Variables said to be correlated? Describe scatter diagiam
and explain its utility in the study of correlation.

b) Define multiple and partial correlation coefficient for a trivariate data.
State their limits. State the necessary and sufficient condition for the
three regression planes to coincide.

c) Derive the two cquations of lines of regression by using least squar
mcthod.

03) Attempt any four of the following : [5+5+5+5= 20] -

a) State the properties of regression cocfficients.
b) IfR,,; =1, then show thatR, =1-= R, .

¢) If corrclation cocfficient between two random variables X and Y 18 0.5
find the correlation coefficient between

i) 12Xand10Y i) X-12 s 12-Y
S S
1) 2 and

Justify your answer.



d)

n =8, X.(X-45)=-40, ¥ (X-45) = 4400
2. (Y-150) =280, ¥ (Y-150)* = 167432,
2. (X~45) (Y=150)=21680

¢) Describe scatter diagrams.

) Explain the term Kurtosis.

* ¥ *

Compute regression coefficient from the following data.

C - 257
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Seat Total No. of Pages : 3
No.

B.C.S. (Part - T) (Semester - II) Examination, November - 2015

STATISTICS (Paper - IIT)
Descriptive Statistics
Sub. Code : 59710

Day and Date :Friday, 20 - 11 - 2015 Total MAHs a0
Time : 3.00 p.-m. to 5.00 p.m.

Instructions : 1)  All questions are Compulsory.

2)  Figures to right indicate Full marks.

3)  Useof calculator and statistical table is allowed.

Q1) Choose the correct alternative, [10]

1)  If the correlation coefficient between X and Y is —0.65 the correlation
coefficient between 4 + 2X and 3Y + 1 is

a) 0.65 b) 0.35
c) -0.65 d) -0.35

ii) If one regression coefficient is greater than one, then other must

be .
a) less than one b) greater than one
c) equal to one d) none of these

iii) A measure of extent of linear relationship between X, with X_ and X
= 3

is given by .
a) simple correlation b)  partial correlation
¢) multiple correlation d)  simple regression

P.T.0
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iv) The Karl Pearson's correlation coefficient is_______ of regression
coefficients.
a) AM. b) H.M.
c) G.M. d) median

v) Spearman's rank correlation coefficient is equal to one if______
a) ) di*=0 b) D di*>0

c) Y di*<0 d) none of these

vi) The residual XL23 is called as residual of order

a) 0 b) 1
Qg 2 d 3
vii) If R, ;=0 then values of r, andr are respectively.
a) Oand]l b) landO0
c) OandO d) land]l

viii) Which of the following coefficient lies between —1 to 1.

a) simple correlation coefficient b) rank correlation coefficient

c) partial correlation coefficient d)  all of these

ix) The two -regression equations intersect at (
a) (0,0 b) X.Y)
) (b, b) d ©7)

x) If there exit perfect correlation between X and Y then correlation
coefficient 'r' is

o) -1 d) -lorl



02) Attempt any two of following.

T Wars .o

B-1182
[20]

a)  Define Karl Pearson coefficient of correlation, State and prove any
two properties of the same.
b)  Derive the equation of regression line of Y on X by method of least
square,
c) geﬁne rl?ult_iplle and partial correlation coefficient for trivariate data.
tate tI?EII“ limits and necessary and sufficient condition for the three
regression planes coincide.
Q3) Attempt any four of the following. [20]
a)  Write a note on scatter diagram.
b)  Define regression coefficients. State properties of regression coefficients
c) In a trivariate datar,_ = 0.6, r = 0.4 =
consistent, ’ N “ and ‘r23 = 0.5 are these values
d) If correlation coefficient between X and vy i
: y 18 0.7 calcul :
coefficient between. ale correlation
i) x+ 10andy-20
i) 2x and 4y
10-x y+20
e e d
111) 3 an 5
e) If x and y are uncorrelated variables and var(x) = k, var(y) = 2. Finqg
value of k such that var (3x — y) = 25.
‘p.! = 2 ):
f) Ifr,=r1,=r1,=p show that &z “Tp

XXXX
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Total No. of Pages : 3
B

‘C.S. (Part - I) (Semester - II) Examination, November - 2015

STATISTICS (Paper - I1I)
Descriptive Statistics
Sub. Code : 59710

Day and Date :Friday, 20 - 11 - 2015 Total Marks :50
Time : 3,09 P-m. to 5.00 p.m,

Instructions ; 1)

All questions are Compulsory.
2)  Figuresto right indicate Full marks.
3) Use of calculator and statistical table is allowed.

Q1) Choose the correct alternative, (10]

1)

ii1)

If the correlation coefficient between X and Y is —0.65 t
coefficient between 4 + 2X and 3Y + 1 is

1€ correlation
a) 0.65 b) 0.35
c) -0.65 d) -0.35

If one regression coefficient is greater than one, then other must
be

a) less than one b)  greater than one
c) equal to one d) none of these

A measure of extent of linear relationship between X, with X, and XJ
is given by :

a) simple correlation b)  partial correlation

c) multiple correlation d)  simple regression
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iv) The Karl Pearson's correlation coefficient is of regression
coefficients.
a) AM. b) H.M.
o GM. d) median

v) Spearman's rank correlation coefficient is equal to one if

a) ), di*=0 b) Y, di*>0
c) Y, di*<0 d) none of these
vi) The residual X, 1s called as residual of order
a) 0 b) 1
c) 2 d 3
vii) If R, ,,= O then values of r, and r; are ____ respectively.
a) Oand1 b) land O
¢) OandO d) land]1

viii) Which of the following coefficient lies between —1 to 1.

a) simple correlation coefficient b) rank correlation coefficient
¢) partial correlation coefficient d) all of these

ix) The two -regression equations infersect at
a) (0,0 b) (X.7)
c) (byx, b) d) (0,7)

x) If there exit perfect correlation between X and Y then correlation
coefficient 't is

o -1 d) -lorl
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A 20]
Q2) Attempt any two of following, [
. i any
a)  Define Karl Pearson coefficient of correlation, State and prove am
tWO properties of the same.,
b) Derive the equation of regression line of Y on X by method of least
square,
c)

03) Attempt any four of the following.

a)
b)

c)

d)

€)

f)

Define multiple and partial correlation coefficient for trivariate data.

State their limits and necessary and sufficient condition for the three
regression planes coincide.

[20]
Write a note on scatter diagram.
Define regression coefficients. State properties of regression coefficients.

In a trivariate data r, = 0.6,

r, =04 and r,; = 0.5 are these values
consistent. '

If correlation coefficient between x and vy is 0.7 calculate correlation
coefficient between.

i) x+10andy-20
ii) 2x and 4y

10-x y+20
iii) —?-— and 5

If x and y are uncorrelated variables and var(x) = k, var(y) = 2. Find
value of k such that var (3x — y) = 25,

2 2
—r = e il
Ifr,=1,=1Ty" p show that R}, 1

+p

XXX
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E- Total No. of Pages : 3

- B.CS. (Part - I) (Semester - II)
Examination, April - 2016
STATISTICS
Descriptive Statistics - IT (Paper - IIT)

Sub. Code : 59710

D:ay and Date : Monday, 11 . 04 -2016 Total Marks : 50
Time : 12.00 noon to 2.00 p.m.

lnstructions : 1)
2)
3)

All questions are compulsory.
Figures to the right indicate full marks,
Use of calculator and statistical table is allowed.

Q 1) Choose the correct alternative:
a) If the variables XandY
between X and Y is

ation
) Zero i) 1
i) Positive iv) Nagative
b) Given the two regression equations as X+4Y-8=( and X-2Y+4=0, then
means of X and Y are g
D (4,5) i) (2,1)
i) (4, 1) v) (0,2)

c) A measure of extent of linear relationshj
Varibles X, and X, is given by .
i)  Simple correlation ii)
1) Multiple correlation

p between X, with the other

Partia) correlation
iv)  Multiple regression

d) If the correlation coefficient r =0, then the two regression lines
are :

i)  Perpendicular to each other

ii) Coincide

iii) Parallel to each other

iv) Do not exist

PToO,
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h)

J)

i) 0 2 - iv)." None of these

D-388

If r =r ;=0 then the multiple correlation coefficient R ;=
) -l im 1

If correlation coefficient between X and Y is 0.8 then correlation between
-X and -Y is

). 08 27 ¢ aia'1).4.:0.8
) 0.64 iv)__ 0.4
If b._=-1/9 and b =-1 then correlatlon coefﬁCIent ris
) -1/9 i) 19
1ii) 13 = iv) -1/3

Which of the following coefficient have range — | to I‘?

1)  Simple correlation coefficient

i)  Rank correlation coefficient

i) Partial correlation coefficient
iv) All the above

Ifrank correlation coefficient is equal to 1, it means that
1) All differences of ranks are nonzero (
i) Ranks in each pair are equal -
i) Ranks in each pair are not equal
iv) None of these

If X and Y are uncorrelated variables, then Var(X -y)= .
i)  Var(X)+Var(Y) T
ii) Var(X)-Var(Y)

i) Var (X)+Var (Y)+2cov (X,Y)

iv) None of these
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ng: [20]

erive the regression equation Y on X using least

Q2) Attempt any two of the follw;j

a)  Define regression. D
Square method.

b) Define Karl Pearson

correlation coefficient. State and prove any two
Properties of correlati

on coefficient.
c) Fora trivariate datq onX, X

mean(X )=

5 X3 is as follows:

15.9, mean(X, )= 3.67, mean(X,)=15.97
9,=1.71, 0,=1.29, 0,=3.09

f,,= -0.66, 1,=0.13, r,~0.6

Obtain the equation of plane of regression of X, on X, and X,. Also
estimate X, when X,=14 and X,=6.

Q3)Attempt any four of the following: [20]
a)  Write a note on scatter diagram.

b) Discuss the effect of change of origin and scale onregression Coefficients.

RZ _ 2p2

¢) Ifr,=r,= 1,=p, then show that R{,, = o g
d) Spearman’s rank correlation coefficient betwee
sum of squares of difference between ranks is 5 5

' f pairs in the series,
is repeated, find numbers of p

e) Isthe following data consistent?
r,=0.6, r,=-0.9 r,,=0.8

n X and Y js 2/3. The
> ASsuming that ne rank

f)  Find correlation between X and Y from following data

n =25, IX =75, ZY =100, IX*=250, 2¥?= 500 £Xy = 35

CEEICEITD



Seat
No.

Day and Date : Wednesday, 26 - 04 -2017

Time : 12.00 noon to 02.00 p.m.
Instructions: 1)

Q1) Choose the correct alternative :

D - 734

Total No. of Pages : 3

B.C.S. (Part-1) (Semester - I1) Examination, April - 2017

a)

b)

d)

STATISTICS (Paper - 11I)
Descriptive Statistics
Sub. Code : 59710

Total Marks : 50

All questions are compulsory.
2)  Figures to right indicate full marks.
3)  Useof calculator and statistical table is allowed.

[10]
The concept of rank correlation was given by
1)  Galton 1)  Kendall
iii) Spearman iv) None of these

Equations of two regression lines are X + Y =8, X — Y =4, then mean of
X and Y are

) (2,6) ) (6,2)

With usual notations, the regression equation X, on X and X is )
) X, =b, X tb, X, ) X;=b,, X;+b 132253
i) X,=b,X b, X, iv) None of these

If two regression coefficients are —1.2 and 0.3, then the correlation
coefficient is

) —0.36 ) -0.6

i) —0.06 iv) 0.6
If correlation coefficientr==1, then the angle between two lines is .
) 90° i) 45° -
i) 0° v) 30°
If rank in each pair are equal then rank correlation coefficient s__
) -~
i 0 iv) None of these

/ PTo.
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g) correlation coefficient lies between —1 and + 1.
i)  Partial i) Rank
i) Simple iv) Allthe above

h)

Three multiple regression planes coincide if the determinant of correlation
coefficient |R| is

) 1 i 0
i) Positive 1iv) Negative

) IfR =0 thenr,=r =
D1

i) 0.5
i) -1 iv) 0

j)  Ifcorrelation coefficient between X andY is 0.8, then correlation coefficient
between —X+5 and 3Y+5 is

) 08 i) 0

i) —0.8 iv) 2.4

02) Attempt any two of the following : 20]

a) Derive the regression equation Y on X using least square method.

b) Define correlation. Explain different types and different methods to study
correlation.

¢) Thegivendata related with 3 variables:

mean (X)) =55.95, mean(X,)=51.48, mean(X,)=56.03, 5

& =2.26,,=4.40
5,=4.5, 1,,=0.56, 1,097, ,;=0.58.

Find: i) the multiple regression equation X, on X, aﬁd X,
f) valueiokXywhen X=40) ind X =45,
iif) Var (X

}.IZ)'
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Q3) Attempt any four of the following : [20]

a) Show that correlation coefficient is geometric mean of regression
coefficients.

b) Explainr=0,r=-1 and r=+1 using scatter diagram.

c¢) ComputeR, ., ifr,=0.59,r =046, r,=0.77.
d) Calculate Karl Pearson’s correlation coefficient for data given below.
n=12, Ix = 30, Sy = 5, =x*= 670, Ty’ = 285, Zxy = 334

e) Discuss effect of change of origin and scale on regression coefficients.

f)  Prove or disprove if R ,,= 0 then R, ;= 0.

RERMXR
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Seat Total No. of Pages : 2
No. '

B.CSS. (Part - I) (Semester - IT) Examination, November - 2017
STATISTICS
Descriptive Statistics-II (Paper-III)
Sub. Code : 59710

Day and Date - Tuesday, 07 - 11 - 2017 Total Marks : S0
Time : 3.00 p.m. to 5.00 p.m.

Instructions : 1)
2)
3)

All questions are compulsory.
Figures to right indicate full marks.
Use of calculator and statistical table is allowed.

Q1) Choose the correct alternative:

[10]
a) IfXandy areindependent variables then correlation coefficient between
them is .
)  Maximum i) Minimum
i) Zero iv) -lorl
b) The order of residual X ., is
) 3 i 2
) 1 , iv) None of these
c) The multiple correlation coefficient lies between
i) -ltol 1) Otol
iii) 010 oo IV) -ocot0 +oo
d) Ifbyx=-1/4 and bxy=-1 then correlation coefficient r is ——
i)y -05 i) 0.5
i) 0.25 iv) -0.25
e) Ifr=0,then angle between two regr.tfssion lines is e
) 90° i) 45° |
i) 0° iv) 180°
f) IfR,,=I then R, ,and R, ;= —
D 0.5 m 0
iy 1 iv) .Nonc of these
g) Givenr(X, Y)=0.9, then r(2X+1, Y:i-)B) ‘: 3
H 19 ‘

iv) 0.9
i) -0.9
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h) Spearman’s rank correlation coefficient (R)=1, if

D Ydit=0 i) Ydi*=1

i) ¥ g% >0 V) ¥di*<0
)  The partial correlation coefficient is independent of change of

)  Origin i) Scale

i)  Originand Scale iv) Neither origin nor scale
) Both regression lines intersect at .

)  Origin ii) Meanof XandY

iif) Rightangle iv) None of these

Q2) Attempt any two of the following:

[20]
a)

What is correlation? Define Karl Pearson’s correlation coefficient and

show that it lies between -1 and 1.
b)  Derive the equation of regression line of Y on X using least square method.
¢) Explain the concept of multiple and partial regression. State three multiple

regression equations for X, X, and X,. State mean and variance of
residuals for 3 equations X, X, and b

Q3) Attempt any four of the following:

[20]
a)  Write a short note on scatter diagram.
b) Ifr,=r,=r,,=p then show that

i) R2]_,_3=2p2/(1+p) ii) I, =P/ (1+4p)

c) The regression equations are 4X-5Y+33=0 and 20X-9Y-
i)  Regression coefficients (b, and b )
i rXY). .
d) Discuss effect of change of origin and scale on correlatio
e) Are the given data consistent? r,=0.6,r,.=0.7, r,,=0.65.

f)  Forabivariate data mean(x)=60, mean(y)=28, b,x:‘ 1.5, bx{‘_‘
i)  value of y for x=60 ii)

107=0. Find

n coefficient (r),

0.2. Estimate
value of x for y=3()

> > )

e
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Seat Total No. of Pages : 2
No. ' '

B.CS. (Part - I) (Semester - IT) Examination, November - 2017
STATISTICS
Descriptive Statistics-II (Paper-III)
Sub. Code : 59710
Dfly and Date : Tuesday, 07 - 11 - 2017 Total Marks : 50
- Time : 3,00 P-m. to 5.00 p.m.
Instructions: 1) 4y questions arecémpulsory.
2) Figures to right indicate full marks,
3)  Useofcalculator ang statistical table is allowed.
Q1) Choose the correct alternative: [10]
a) IfXandyare independent variables then correlation coefficient between
them is :
)  Maximum ; i) Minimum
i) Zero iv) -lorl
b) The order of residual X 08
) 3 i 2
i) 1 iv) None of these
c) The multiple correlation coefficient lies between -
) -ltol i) Otol
i) 010 oo V) -cot0 +eo
d) Ifbyx=-1/4 and bxy=-1 then correlation coefficient r s .
. _____'_-_-—-—-—-_____
i) _0_5 ].l) 0.5
i) 0.25 iv) -0.25
e) Ifr=0, then angle between two regression lines is i
’ i) 45°
: 00° i1)
h iv) 180°
i) O =
fj If R, then Ry, and Ry,= i) 0
; ii
1) (])'5 ' iv) None of these
iii) .
- X+1,Y+3)is
g) Given r(X, Y)=0.9, then r(2 D -i®
) 19 iv) 0.9

iif) -0.9
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h)  Spearman’s rank correlation coefficient (R)=1, if

D ¥ai*=0 i) Ydi’=1
i) ¥ 4i >0 iv) Ydi*<0

1)  The partial correlation coefficient is independent of change of
D Origin i) Scale

_ i) Origin and Scale iv) Neither origin nor scale

J)  Both regression lines intersect at "
1)  Origin i) MeanofXandY
i) Rightangle : iv) None of these

Q2) Attempt any two of the following: [20]

a)  What is correlation? Define Karl Pearson’s correlation coefficient and
show that it lies between -1 and 1.

b) Derive the equation of regression line of Y on X using least square method.

c) Explain the concept of multiple and partial regression. State three multiple
regression equations for X,, X, and X,. State mean and variance of
residuals for 3 equations X, X, and X..

Q3) Attempt any four of the following: [20]
a) Write a short note on scatter diagram.
b) Ifr,=r,=t,,=p then show that )
D R ,=2p7(14p) ) 1, ,=p/(1+p)
¢) The regression equations are 4X-5Y+33=0 and 20X-9Y-107=0. Find
i)  Regression coefficients (b, and b )
i) rXY) o .
d) Discuss effect of change of origin and scale on correlation coefficient ().
e) Are the given data consistent? r,=0.6, r ,=0.7, r,,=0.65.
f) Forabivariate data mean(x)=60, mean(y)=28,b =-1.5,b_=-0.2. Estimate
) valueofy for x=60 i) value of x for y=30

S

-2-
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Total No. of Pages : 4

B.Se. (Computers Science) (Entire) (Part -I) (Semester - 1)
Examination, April -2018
STATISTICS
Descriptive Statistics - II (Paper - III)

Sub. Code: 59710

Day angd Date : Wednesday, 25-04-2018 Total Marks : 50
Time :12.00 noon to 2.00 p.m.

Instructions : 1)

All questions are compulsory,
2)

Figures to the right indicate ful) marks,
3)

Use of caleulator angd Statistical table is allowed,
Q1) Choose the correct alternative:

[10]

a) The multiple correlation coefficient lies between ,

D Otol’ i) -1to1

1i1) dto oo V) -es t0 oo
b)  The correlation coefficient between (X,X) is

) 0 i) 1

i) -1 V) Var(X)
¢) Equations of two regression lines are X+Y=8 and X-Y=4 then mean of

X and Y are .

) (2,6) i) (8,4)

i) (6,2) ) (0.2)

PToO.
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g)

h)

\'\_)\._../—
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IfR,,=1 then R, =

D 0 . iy -l

i) iv) none of these

-If there exists perfect correlation between X and Y then r(X, Y) 1s

VN i 0

ii) -1 iv) -1 or+l

Ifr(X, Y)=-0.8 and b = 0.4 then the value of b__ is . @&
h 16 i) -1.6

i) -0.4 iv) 04

When correlation coefficient r=0 then the two regression lines are

i)  ‘parallel to each other

i)  perpendicular to each other

i) Coincident
iv) none of these @

If three regression planes coincide then determinant of total correlation
coefficient matrix | R |or | A|is

h o0 i) 1

i) greater then zero iv) greaterthan |



)

S
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One can estimate value of Y for a given value of X by using

D line of regression X onYyY

i) line of regression Y on X

ii'i) graphical met

V) none of these
The concept of rank correlation was given by

)  Spearman

i)  Galton
i) Mood

iV) none of these

Q2) Attempt any two of the following:

a)

b)

ation coefficient (r)
and showthat it lies between -1 to 1.

Derive the equation of regression line of Y on X by using least Square
method.

if's, 2~ T;=T,;= p then show that

2p*
. 2 = —,—_—
P

Q3) Attempt any four of the following:

a)

[20]
State and pi'ove effect of change of origin and scale on Kar] Pearson’s
correlation coefficient.



b)

ST - 272

Are the following values consistent?

r,=0.6, 1, =-0.4,r,=0.7.

If rahlé'iébrrelation coefficient (R) = 2/3 and Zd* = 55. Find number of
pairs in the series (n).

Explain r=0, r=—1 and r=+1 using scatter diagram.

Show that if R ,.= 0 it does not imply that R, ,=0.
Find coefficient of correlation between X and Y for following data.

n =7, £x=119, Tx=2833, £y=87, £)=2385, Txy=521. &
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